ample Solution for CS3323 Winter 2007 Assignment 1 (42 marks)
Due Wednesday, Jan. 31, by 5pm.

1. (5 marks) Al and Bill are arguing about the performance of their sorting algorithms.
Al claims that his O(NlogN)-time algorithm is always faster than Bill's O(N?)-time
algorithm, where N is the input size. To settle the issue, they implement and run the
two algorithms on many randomly generated data sets. To Al’s dismay, they find that
if N < 100 the O(N?)-time algorithm actually runs faster, and only when N > 100
the O(NlogN)-time one is better. Explain why the above scenario is possible. You
may give numerical examples.

Solution: It is important to understand the meaning of Big-Oh notation. The notation
f(n) = O(g(n)) means there exists a positive constant ¢ such that f(n) < c-g(n), this
constant c is hidden behind the notation.

The actual execution time of Al's O(N log N)-time algorithm may be ¢; - N'log N, the
actual execution time of Bill’'s O(N?)-time algorithm may be ¢, - N2. It is possible
to choose the two constants ¢; and ¢y such that the above scenario is possible. For
example, if ¢; = 15 and ¢, = 1, when N < 100, 15- Nlog N > 1- N? and when
N >100,15- Nlog N < 1- N2.

2. (9 marks) What does the following algorithm do? Figure out its best-case running
time function and worst-case running time function, and express them using “Big-Oh”
notation.

Algorithm Unknown(A, n):
Input: an array A of n integers
Output: ?
fe1
while f =1 do
[0
for i —0ton—2do
if Ali] > Afi + 1]
swap Ali] and Ali + 1]
fe1
return A

Solution: It sorts A in an ascending order (3 marks). Best case running time is
©(n) (3 marks). Worst case running time is O(n?) (3 marks).



3. (5 marks) The following functions are comparable by asymptotic growth. Can you
put them in order?

n; 2% nlogn; n™; n — n® + ™n’; n? + logn; n%; logn; n!
If you put function f(n) to the left of g(n), then it must be the case that f(n) is
O(g(n)).

Solution: logn; n; nlogn; n*; n®+ logn; n — n® + Tn®; 2"; n!; n™.

4. (17 marks) Prove or disprove each of the following statements:

(a) 1072 + 8n + 10° is O(n?).
Proof: (3 marks)
1012 +8n +10° < 1092 + 8n? + 10°n?
(10'° 4 10° + 8)n?

(1)

Let C = 10"°+10°+8 and ng = 1. We have 10'%02+8n+10° < Cn? for all n > ny.

(b) 10(n +5)5 — 10n* 4+ 20nlogn is O(2n°).
Proof: (4 marks)

10(n 4 5)° — 10n* +20nlogn < 10(n 4+ 5n)° + 20n°
= 10 x 6°n° 4 20n°
= (10 x 6° +20)n°
(2)

Let C'= 10 x 6° + 20 and ny = 1. We have 10(n + 5)°> — 10n* + 20nlogn < Cn®
for all n > nyg.

(c) 3logn* + 10loglogn'® is O(5y/n)



Proof: (4 marks)

3logn* + 10loglogn' = 12logn + 10log(10logn)
= 12logn + 10(log 10 + loglogn)
= 12logn + 10loglogn + log 10
< 12logn + 10logn + log 10 logn

(22 4 log 10) logn

(22 +log 10)2log v/n

2(22 + log 10)v/n

2(22 +log 10)(5/n)

IA A

(3)

Let C' = 44 4+ 21log 10 and ng = 1. We have 3logn* + 10loglogn'® < C5./n for
all n > nyg.

10n*logn is O(n*?)
Proof: (3 marks)
10n*logn = 10n*(2logv/n)
= 20n*logv/n
20n*v/n

20n4.5

IN

Let C = 20 and ng = 1. We have 10n*logn < Cn*® for all n > no.

10n*logn is O(n?)
Disproof: (3 marks)
We should find a positive constant C' such that
10n* logn < Cn*
10logn < C
(5)

Since for any positive constant C', 10logn > C, when n is large enough. So we
are not able to find an ng, such that 10logn < C for all n > ny.



5. (6 marks) Suppose f(N) is O(h(N)) and g(N) is O(h(N)).

(a) Is f(N) + g(N) is O(h(N))?
Proof: (4 marks) Since f(N) is O(h(N)), there exist positive constant Cy and
no1, such that f(N) < Cih(N), for all n > ngy. Similarly, there exist positive
constant Cy and mngg, such that g(N) < Cyh(N), for all n > ng. Let C =
2 x max{Cy, Cs} and ng = max{ng,ne2}. We have f(N)+ g(N) < Ch(N), for
all n > ng. Thus, f(N)+ g(N) is O(h(N)).

(b) Ts F(N) x g(N) is O(h(N))?
(2 marks) No. Counter example: f(N)= N, g(N)= N, h(N)= N.

Justify your answers.



